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1. Let Y3, ..., ¥, bearandom sample from the uniform distribution on the interval (0,8) with an unknown
8 € (1, o). Suppose that we only observe

Y, ifv=21; ,
a) (10%) Derive a UMVUE of 8.
b) (10%) Derive a UMP test of size & € (0, 1) fortesting Hy:0 < 8y versus Hy:8 > 6y, where

6 > 1 is known.

2. Let Uy, Uy, ... beindependent random variables having the uniform distribution on [0, 1]. Find the
limiting distributions of the following statistics ¥, and Z,, respectively.

a) (10%) Y, = ([T U)~Y",

b) (10%) Z, = 2n(1 — R), where R = Ugy — Uyyy and Uy isthe ith order statistic.

P
3.If X,X,,n =1 arerandom variables such that X,, = X as n— co.

a) (10%) Let g(x),x € R be a continuous function. Show g(X,,) & gx).
b) {10%} Let

_ (0 ifx=<0;
h(x) = {1 ifx > 0.

Show that h(X,) does not converge in probability to h(X).

4. let 13,13, ..., ¥, denote a random sample from a Poisson distribution with a mean 1. We assume thata
priorfor 4 is a gamma distribution I'(a, f) with the mean of.
a) (10%) Show that the Bayes estimator (posterior mean) of 4 isa weighted average of sample mean
and the prior mean.
b) {10%) Show that the Bayes estimator is a biased but consistent estimator of 1.

5. (20%) Consider a random variable X that has the logistic distribution with density function
ax
f(x) = rem @ <x<oo

Find the mean and variance of X.




