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1. (15%, 5% for each) Consider the experiment of tossing two fair dice. Define
X = sumofthetwodice and Y = |difference of the two dice|.
(8) Let A={(xy):X =7andY < 4}. Find P((X, 1) € A).
(b) Compute the expectation of 3X + 2V, thatis, E(3X + 2Y).
(¢c) Compute the expectation of XY, thatis, E(XY).

2. (20%, 10% for each) Let X, X, ..., X, be an independent and identically distributed (iid) sample
from Poisson(A), where A is an unknown parameter.
(a) Find alevel a likelihood ratio test (LRT) for Hy: A = Ay versus Hi: A # Aq.

(b) Assume that a prior A ~ Gammal(a, b). Constructa 100(1 — a)% credible set for A.

3. For W ={(X;Y):i=1,..,n}. Consider the model Y; = X; +¢;, for i =1,...,n, where
€1, ..., €, are independent and identically distributed (iid) M (0, o?).
(a) (10%) Assume that X, ..., X, are fixed constants, find the maximum likelihood estimators
(MLE) for f and ¢?.
(b) (5%) Find the distribution of the MLE of f.
(c) (10%) If, now, assume that Xy, ..., X, areiid N (u,, 6Z) random variables and independent

of €, ...,€,. Find the MLE for 3, ¢%, p, and of.

4. (40%, 10% for each) Let X ~N(yy,0%) and Y ~N(uy0%), where X and Y are
independent.
(a) Define L; = a; X + aéY and L, = agX + a,Y . Characterize t};e collection of all real
constants a,, d,, a3, a, such that the random variables L, and L, areindependent.

(b) Are the random variables

independent? Why?
(c) Under the case p, = [, determine the marginal distributions of V' and W.

(d) Under the case u; = p,, obtain the conditional distribution of
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