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L. (10 points) It 18 well-known by ceniral limit theorem that for i.i.4 random sample
X, X, . X, with EQ{Y < oo, the random variable /(X - E(X1)) converges in

distribution to N(0, Var(X,)). Suppose we have X, X, ... X, iid from
Cauchy((, 1), 1.2,

fix)= ——, xeR,
7l + x*)

It is known that the characteristic function of a Cauchy random variable is
${ty= E[e™ |=¢ """ Prove that the central limit theorem can not by applied to
Cauchy by showing that X = » X /n has the same distribution as X,
=1
I1. (30 points) Consider the following two sampling experiments:

a Conduct n b id Bernowdle trials, say, X, X, ..., A, with probability of success
eqaul o EfX)=p, 0<p<]

b. The experiment is coniinued wntil a specified mumber of successes have been
obiained fEach Bernonlli trial is i0.d with probability of success equal jo p, too g

Let ¥, denate the number of trials after the (i-1)th suecess wp o but net inclidung

the fth success.

(1. Find the joint distributions of (X, &, ... Adand (¥, ¥, ., F_) respectively,
and then find the sufficient siatistics for the experiments (a) and {b).

{2). Consider the estimation of p and 1/p. Find the UMV estimators of p for
experiment (a) and of 1/p for the experiment (b), respectively.

(3). Find the Cramer-Rao lower bound (CRLB) {or pin (a) and /e in (b)), Do the
variances of the UMY estimators coincide with the CRLBs
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[11. (60 points) Let (Y, X} be a bivanate random vector with P(Y=1)=1-P{Y=0)=p,
and X|¥=i follows N{ iz, ), =0, 1, g =g, o8 known

{1). Find P(Y=i|X=x), i=0,1.

(2}, Suppose g, o, and pare known, and an observation X=x 15 given.
We want to classify x to one of the two groups Y=1 or 0 based on which
of the posterior probability POY=1X=x]), i=0, |, is larger. Show that the

decision rule can be writlen as a linear function of 1.

(3. For this (3 only. Let e =2, w,=1, g=1,p=1/2. Find the error
probabilitnes

Piclasstfied as ¥=§ |X 15 from Y=1- 0, I =10,

Suppose now we have the classical setting, i.e.,

LRI

Eit'

| -
ﬂir}=me =0,

xR,

where &, «,as beftore, are known, and we want 1o determine which populalion
x s coming form.

(4). Find a most powerful level 0.05 test for Hy: fovs Hy: f)

(5. Is there any connection between the rules you found in {2) and (4) ¥ Discuss,

(6). We say (Y, X) has a logisuc regression model if the conditional expectation
E{Y|X=x) has the following form

expl fu + fhx)

Y = | +exp(fo+ Fix)

[#)

where Y is binary with P{Y=1)=p, 0<p<l. Suppose X piven Y =i has pdf

drd(id] | .
fixlr=i=e Az}, i=0,1

Show that E{Y[X=x) has the form of { # } and hence deduce that the rule in {2)

falls into the framewaork of logistic repgression model.




