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Exhibit AA
n=36 X =24.6 S=12 Hop: p<20
Ha: p>20
1. Refer to Exhibit AA. The standardized test statistic equals
a. 23
b. 0.38
c. 23
d. -0.38
2. For a one-tailed hypothesis test (upper tail) the p-value is computed to be A
0.034. If the test is being conducted at 95% confidence, the null hypothesis
a. could be rejected or not rejected depending on the sample size
b. could be rejected or not rejected depending on the value of the mean of the
sample
c. isnotrejected
d. isrejected
3. To construct an interval estimate for the difference between the means of two
populations which are normally distributed and have equal variances, we must
use a t distribution with (let n; be the size of sample 1 and n, the size of
sample 2)
a. (n; +np) degrees of freedom
b. (n; +n, - 1) degrees of freedom
c. (n; +mny - 2) degrees of freedom
d n-n+2
Exhibit BB
The following information was obtained from matched samples.
The daily production rates for a sample of workers before and after a training program
are shown below.

Worker Before After
1 20 22
2 25 23
3 27 27
4 23 20
5 22 25
6 20 19
7 17 18

4, Refer to Exhibit BB. The null hypothesis to be tested is Hyp:  pg =0. The
test statistic is

a. -1.96
b. 1.96
c. 0

d. 1.645
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5. In an analysis of variance where the total sample size for the experiment is nr
and the number of populations is'K, the mean square within treatments is
a. SSE/(nr-K) :
b. SSTR/(nr - K)

c. SSE/K -1)
d. SSE/K
Exhibit CC

To test whether or not there is a difference between treatments A, B, and C, a sample
of 12 observations has been randomly assigned to the 3 treatments. You are given
the results below.

Treatment Observation N
A 20 30 25 33
B 22 26 20 28
C 40 30 28 22

6. Refer to Exhibit CC. The null hypothesis for this ANOVA problem is
a. W=l
b, W=H=ls
C. HITH2TH3™H4
d. H1I=H2= ... Y12
7. Refer to Exhibit CC. The mean square between treatments (MSTR) equals

a. 1.872
b. 5.86
c. 34
d. 36
8. In a regression model involving more than one independent variable, which of

the following tests must be used in order to determine if the relationship
between the dependent variable and the set of independent variables is

significant?
a. ttest
b. F test

c. Either a t test or a chi-square test can be used.
d. chi-square test

9. In a regression and correlation analysis if r* =1, then
a. SSE=SST
b. SSE=1
c. SSR=SSE

d. SSR=SST
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10. A graph showing the probability of accepting the lot as a function of the
percent defective in the lot is
a. apower curve

b. acontrol chart

c. an operating characteristic curve

d. None of these alternatives is correct.

Exhibit DD
Five hundred randomly selected automobile owners were questioned on the
main reason they had purchased their current automobile. The results are
given below.

Styling Engineering Fuel Economy Total
Male 70 130 150 350
Female 30 _ 20 100 150
100 150 250 500

Ho: automobile preference is independent of sex
H,: automobile preference is not independent of sex
11. According to Exhibit DD, what is chi-square test statistic?

a. 15.891
b. 24.056
c. 29.890
d. 31.746

12. Based on Exhibit DD and question number 21, what is your conclusion?
a. do not reject the null hypothesis
b. reject the null hypothesis
c. cannot judge
d. none of the above
Exhibit EE
Below you are given a partial computer output based on a sample of 7
observations, relating an independent variable (x) and a dependent variable

).
Predictor Coefficient Standard Error
Constant 24.112 8.376

X -0.252 0.253

Analysis of Variance
SOURCE SS
Regression 196.893
Error 94.822
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13. Based on Exhibit EE, to test for the significance of the slope, what is the t test
statistics?
a. 3.222
b. 3.650
c. 3.986
d. 4.126
14. Based on Exhibit EE, to perform an F test, what is the F test statistit?
a. 9.766
b. 9.932
c. 10.382
d. 11.010
15. Based on Exhibit EE, what is the coefficient of determination?
a. 0.545
b. 0.675
c. 0.776
d. 0.798
Exhibit FF
Part of an ANOVA table is shown below. (hint: you need to fill the table first)

Source of Sum of Degrees Mean
Variation Squares of Freedom Square F
Between Treatments 64 8

Within Treatments 2
Error
Total 100

16. Refer to Exhibit FF. If at 95% confidence we want to determine whether or
not the means of the populations are equal, the critical value of F is
a. 5.80
b. 2.93
c. 3.16
d. 2.90

17. Refer to Exhibit FF. The conclusion of the test is that the means
a. areequal
b. may be equal
c. are not equal
d. None of these alternatives is correct.
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18.  Which of the following is(are) point estimator(s)?
a. ©

b.
c.
d

R »E

Exhibit GG
The following information regarding a dependent variable (Y) and an independent
variable (X) is provided.

h

O AL

X
2
1
4
3
5

SSE =6
SST=16
19.  Refer to Exhibit GG. The coefficient of determination is
a. 0.7096
b. -0.7906
c. 0.625
d. 0.375
20.  Refer to Exhibit GG. The MSEis
a. 1
b. 2
c. 3
d. 4
21.  In multiple regression analysis, the correlation among the independent
variables is termed
a. homoscedasticity
b. linearity
c. multicollinearity
d. adjusted coefficient of determination
22.  If A and B are independent events with P(A) = 0.65 and P(A [ B)= 0.26, then,
P(B) =
0.400
0.169
0.390
0.650
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23. Stratified random sampling is a method of selecting a sample in which
a. the sample is first divided into strata, and then random samples are taken
from each stratum
b. various strata are selected from the sample
c. the population is first divided into strata, and then random samples are
drawn from each stratum
d. None of these alternatives is correct. v

24. A variable that takes on the values of 0 or 1 and is used to incorporate the
effect of qualitative variables in a regression model is called

an interaction

a constant variable

a dummy variable

None of these alternatives is correct.

oo

25. A random sample of 121 bottles of cologne showed an average content of 4
ounces. It is known that the standard deviation of the contents (i.e., of the
population) is 0.22 ounces. In this problem the 0.22 is
a. aparameter
b. a statistic
c. the standard error of the mean
d. the average content of colognes in the long run
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1
2 L0010 0020 0051 0103 0211 4.505 5.991 7.378 9210 10.587
3 i, 0072 0115 0216 0352  0.584 8.251 7.815 9348 11345 12,838
4 3 0207 0297 0484 0711 1.064 7.778 9.488 11143 13.277 14880
§ 0412 0554 0831 145 1610 923  11.07% 12833 15086  18.750
6 0676 0872 1237 1635 2204 10645 12502 14449 16812  18.548
7 0.989 1239 1690 2167 2833 12017 14067 16013 18476 20278
8 P 1344 1646 2180 2733 3490 13362 15507 17535 | 20.090  21.955
9 o 1735 2088 2700 3.325. 4168 14684 16919  19.023  21.666  23.589
10 ; 2156 2558 3247 3940 4865 15987 18307 20483  23.209 25188
11 | 2603 3053 3816 4575 5578  17.275 19675 21,920 24725 26757
12 3074 3571 4404 5226 5304 18549  21.026 23337 26217 28299
13 3565 4107 5009 5892 7042 19.812 22.362 24738 27.688  29.819
14 4075 4660 5629 AS571 7790  21.064 23.885 26119 28141 31319
15 | 4601 5220 6262 7261 8547 22307 24896 27488 30578  32.801
18 : 5742 5812 6908  7.962 9312 23542 26.296 28.845 32000  34.267
17 . 5897 6408 7564 8672 10085 24769  27.587  30.191 33408 35718
18 1: 6.265 7.015 8231 9390 10865 25980 28.368 31526 34805  37.156
19 ' 6.844 7633 8807 10117 11.651  27.204  30.144 32852 3619 38.582
20 . 7434 8260 9591 10851 12443 28412 31410 34170 37.566  39.997
21 8034 8897 10283 11.591 13240 29815 32671 35479 38832 41401
22 ‘ 8.843  9.542 10882 12338 14042 30813 33924 36781 40.280  42.736
23 ‘9262 10.196 11689 13091 14848 32007 35172 38076 41838 44B
24 | 9886 10856 12401 13848 15659 33196 36415 39364 42980 45,550
26 % 10520 11524 13120 14611 16473 34382  37.652 40846 44314 45923
26 f 11160 12198 13844 15379 17.292 35563  38.885 41923 45642 48290
27 11.808 12878 14573 16151 18114 36741 40113 43194 46983  49.645
28 12.461 13.565 15308 16928 18933 37916 41337 44461 48278  50.593
29 [ 13121 14257 16.047 17.708 19.768  39.087 42557 45722 49588 52336
30 ' 13.787 14954 16791 18493 20599 40256 43773 46979 650892 53672
40 [ 20.707 22164 24433 26508 29051 51805 55758  59.342  63.691 66.766
50 {27891 20707 32357 34764 37889 63167 67505 71420 78154  794%0
80 i I 35534 37485 40482 43,188 46459 74337 79.082 83298 88379 91952
70 1 43.275 45442 48758 51738 55329  85.527  90.531 95023 100425 104.215
80 (51172 53540 57.153 60391 64278 96578 101879 106629 112328 116321
90 59.196 61.754 65.647 69126 73281 107565 113145 118.136 124116 128.299

100 ;57.328 70.065 74222 77929 82358 118498 124.342 129.561 135807 140,169

Source: Cwen, Hangbouk of Statistical Tables, Table A—~4 “Chi-Square Distribution Teble,”
£) 1962 by Addison-Weslsy Publishing Company, in¢. Copyright renewal © 1990
Reproducsd by permission of Pearaon Education, inc.









