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(a) 3tate the definition of a minimal sufficient statistic. (5%)
(b) 3tate the definition of a complete statistic. (5%)
(c) et X,, ..., Xpn be a random sample from Unif(d,,p).
"ind a complete sufficient statistic if any, or a minimal
sufficient statistic for (ot ,8) in cases: (i)« = 0,
ii) -ot =B . (10%)

2. (a) fitate the Basu Theorem related to sufficiency, completeness,
and stochastic independence. (10%)

(b) let X,, ..., X, be a random sample from a normal
cistribution N(u ,¢*). Prove that
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X = _r!{-zzl Xt and § = _YTZ;' (X; - X)
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¢re independent. (10%)

Let »,, ..., X, be a random sample from the gamma distribution
with ot known and = © > 0 unknown,

f(x) = m‘x— x* ! ¥ r X > 0.
(a) Find the Cramér-Rao lower -bound for unbiased estimators
of ©. (10%)

(b) Find the UMVUE of © if such exists. (10%)

Let X,, ..., Xn be a random sample from a normal distribution
N( 0,F). '
(a) Darive the UMP size & test of H, : o = g against
Ho : 00 >0 . (10%)
(b) Etpress the power function of this test in terms of a
chi-square distribution. (10%)

Let X , ..., X, be a random sample from a Bernoulli distribution,
(x]e) = e"(1-6)™ |, x = o, 1.

Consicer the problem of estimating @ with a "weighted" squared
error loss _

2=
I(t;e) = (t-6)
6(1-9)
If the prior distribution of ¢ is Unif( 0, 1),
(a) find the corresponding Bayes estimator of 8, (10%)
(b) prove that the Bayes estimator in (a) is also the minimax
estimator of e corresponding the loss function defined. (10%)
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