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Part II (Probability)

1. Let {(E{; i > 1) be a sequence of events of a sample space S.

Suppgose that Pr(Ey) = 1 for all i > 1. Prove or disprove that
Pr( () Ey) = 1. (10%) :

2. Let 2,, Z;, ... be a sequence of random variables and suppose
that for n = 1, 2, ... , the distribution of Zn is as follows:

 Pr(2zn, = 7% }) =1 - 7% and Pr(Z, = n )} = %F'

Dos2 there exist a constant c to which the sequence converges
in H>robability? (10%)

3. Supnose that by any time t the number of people that have
arrived at a train depot is a Poisson random variable with
mean At. If the initial train arrives at the depot at a time
(independence of when the passengers arrive) that is uniformly
dist:ributed over (0, T), what is the mean and variance of the
number of passengers that enter the train? (10%)

4. consider the function F(x, ,x,) defined as follows:
.olzs(x,+xz)2 if 0<% <1and 0c< x, <1
I'(x, ,x3) = 0 if %, < 0 or x3 < 0O
1 otherwise.
Is I'(x;,%;) a bivariate CDF? Explain your answer. (10%)
5. Let X and Y be two independent random variables. Suppose that

X ard Y - X are independent. Show that X has a degenerate
distribution at some constasnt c. (10%) :




